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Abstract 

1 Autistic Spectrum Disorder (ASD) refers to a group of developmental disorders 
2 that affect the nervous system. Some of the most common ASD symptoms include 
3 impairment, challenges in social interaction, and repetitive behaviour that affect 
4 communication. ASD has a significant impact on health care not only due to 
5 the number of ASD cases raising but also the time involved to diagnose ASD. 
6 Moving in line with the rise in machine learning to speed up the time to detect a 
7 disease using existing data, the goal is to construct a model that accurately predicts 
8 whether an individual has ASD or not in order to provide early intervention for 
9 those who has a high chance of having ASD later. We use different models to 

10 compare the performance, including Logistic Regression, Support Vector Machines 
11 (SVM), Naive Bayes, k-Nearest Neighbours (KNN), Artificial Neural Network 
12 (ANN), Convolutional Neural Network (CNN) over 3 datasets: Adult, Children, 
13 and Adolescent. For the dataset, all datasets contains of 21 attributes; however, 
14 different instances. While adult dataset contains 704 instances, children dataset 
15 contains 292 instances, and adolescent dataset contains only 104 instances. After 
16 pre-processing the data, applying the model, and evaluating, results strongly suggest 
17 the high results for Logistic Regression with the accuracy 98%, 100%, 90%, and 
18 neural network with accuracy 100%, 96% and 70% for Adult, Children, Adolescent 
19 dataset respectively. 
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27 1 Introduction 

28  Autism is a neurodevelopmental disorder with unknown causes, no effective preventive measures, 
29  and lifelong disease [1][2]. And because the diagnosis time is too long, the best intervention period 
30  is missed [3] and it is easy to be misdiagnosed [4]. A screening method implemented by machine 
31  learning technology was developed. The contents of this report are organized as follows: Section 1 
32  presents the contribution for everyone in the group. Section 2 presents the introduction to the Autism 
33  Spectrum Disorder problem. Section 3 describes the datasets used in this study. And the different 
34  models used in this study are then described in Section 4. Experimental results under different models 
35  are presented and discussed in Section V. Finally, the conclusion of this study is drawn in Section VI. 

 

36 2 Dataset 

37  Three different data types are given, and the information is listed in Table 1. 

Table 1: List of ASD datasets 

Sr.No. 
Dataset 

Sources 
Attribute Number of 

Attributes 
Number of 
Instances 

ASD Screening 
Data for Adult 
ASD Screening 
Data for Children 
ASD Screening 
Data for Adolescent 

UCI Machine Learning 
Repository[5] 
UCL Machine Learning 
Repository[6] 
UCL Machine Learning 
Repository[7] 

Categorical, 
continuous and binary 
Categorical, 
continuous and binary 
Categorical 
continuous and binary 

 
 

 

38  Each different type of data contains 20 questions, and the information is listed in Table 2. 

Table 2: List of Attributes in the dataset 

Attribute Attributes Description 

1 Patient age 
2 Sex 
3 Nationality 
4 The patient suffered from Jaundice problem by birth 
5 Any family member suffered from pervasive development disorders 
6 Who is fulfilment the experiment 
7 The country in which the user lives 
8 Screening Application used by the user before or not? 
9 Screening test type 

10-19 Based on the screening method answers of 10 questions 
20 Screening Score 

 

 

39 3 Proposed Methodology 

40  Figure 1 show the main step of this project. 

 

41 3.1  Data Pre-processing 

42  Pre-process the data is necessary to make the original data more meaningful and let the 
43  machine understand the meaning of the data. In the process of data pre-processing, some 
44  useless data are deleted, for example, when there is a "question mark", the sole data is deleted, because reading 
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Figure 1: Steps in the proposed ASD detection solution 

 
45  that data to train the machine does not seem to make any sense. Instead, it may make training 
46  more difficult. In addition to deleting useless data, compressed age and result data are also deleted, and the 
47  compressed data is less than 1, which makes the data more accurate during training. Then one-hot coding  
48      is used to split the country information. Take out all the countries separately, and use ’1’ or ’0’ to represent 
49  the country information. 

 

50 3.2  Model 

51  The data of each part are divided into two parts, the training part and the test part. 80% of the data is 
used for training and 20% for testing. Figure 2 shows this idea. 

 

 

Figure 2: Training and testing sets 

52 

53  After split traning and test data part, using 6 different models: Logistic Regression (LR), Support 
54  Vector Machine (SVM), Naive Bayes, K-nearest Neighbors Algorithm (KNN), Artificial Neural 
55  Network (ANN), Convolutional Neural Network (CNN). First, the training data are used to train various 
56  models, and then use the testing data to generate the training results. 

 

57 4 Performance metrics and result 

58  In order to choose a model that avoid underfitting and overfitting, it is necessary analyze the learning 
59  curve. Also, confusion matrix with Specificity, Sensitivity and Accuracy score will be used to measure the 
60  effectiveness of each classification model. 

 

61 4.1  Confusion Matrix 

62  Consider the cases is binary classification, each individual is predicted as having ASD or not having 
63  ASD. Thus, every data point will be classified in one of the 4 categories below: 

64 1. True positive (TP): The individual has ASD and are correctly predicted has ASD. 

65 2. True negative (TN): The individual does not have ASD and are correctly predicted does not 
66 have ASD. 

67 3. False positive (FP): The individual does not have ASD but are incorrectly predicted as has 

68 ASD. 

69 4. False negative (FN): The individual has ASD but are incorrectly predicted as does not has 
70 ASD. 
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TN +TP 

TN +FN 

Accuracy = 

71  Sensitivity refers to the proportion of true positive that are correctly identified. Specificity refers to 
72  the proportion of true negatives correctly identified. Accuracy, in other hand, refers to the proportion 
73  of true results, either true positive or true negative in a population. 

74 Specificity =  T N  

75 Sensitivity =  T N  

 TP +TN  
76 

TN +TP +FP +FN 
 

77  For instance, in the adult dataset, the sensitivity for SVM is 0.95 means when conduct classification 
78  task, there are 95% of chance this individual is classified as having ASD. If detecting individuals 
79  having ASD is a top priority, a model with high sensitivity can be used, since sensitivity tends to 
80  capture all positive outcomes. The Table 3 below are Specificity, Sensitivity, Accuracy score for 3 
81  datasets: Adult, Children and Adolescent. 

Table 3: Adult, Children and Adolescent datasets scores (Adult/ Children/ Adolescent) 
 

Model Specificity Sensitivity Accuracy 

LR 0.97/ 1.0/ 0.98 1.00/ 1.00/ 1.00 0.98/ 1.00/ 0.90 
SVM 0.96/ 0.95/ 0.85 0.95/ 0.96/ 1.00 0.96/ 0.96/ 0.95 
Naive Bayes 0.90/ 0.77/ 0.29 0.88/ 0.93/ 1.00 0.89/ 0.86/ 0.75 
KNN 0.96/ 0.77/ 0.43 0.93/ 1.00/ 1.00 0.95/ 0.90/ 0.80 
ANN 0.98/ 0.95/ 0.42 1.00/ 0.96/ 0.84 0.98/ 0.96/ 0.70 

CNN 1.00/ 0.95/ 0.43 1.00/ 0.96/ 0.85 1.00/ 0.96/ 0.70 

82  For the implementation, in Naive Bayes algorithm, MultinomialNB has been used instead of Gaus- 
83  sianNB due to the fact that dataset is more likely discrete datasets rather than normal distribution 
84  datasets. For SVM, RBF Kernel has been used with 0.1 gamma value. For KNN, the Figure 3 
85  shows the result score after running a loop in range of 1 to 31 and the best k = 7 has been used. In 
86  ANN, Adam Optimizer with 0.01 learning rate, binary cross-entropy loss function, 0.2 dropouts, 100 
87  epoch has been used. In CNN, Relu activation Function, Adam Optimizer, binary cross-entropy loss 
88  function, 8 filters and 0.5 dropouts with 150 epoch has been used. 

 

 

Figure 3: Find best k in range 1 to 31 for KNN 

 

89 4.2  Learning Curve 

90  Learning curves is a plot of model learning performance over experience or time and is a effective 
91  way to detect underfitting, overfitting problem. A learning curve in machine learning is a graph that 
92  compare the training score and cross validation score over a varying number of training instance. 

93  Underfitting (or high bias) is the case when both training score and cross-validation score are low. 
94  Overfitting (or high variance) is the case when a model performance has large gap between training 
95  and validation score due to the model is training too well that affect the ability to deal with unseen 
96  data. A good fitting model is considered a model that has high score on both training data and 
97  validation score (unseen datas). 
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Figure 4: Learning curves for Adult’s dataset 

 

Figure 5: Learning curves for Children’s dataset 

 

Figure 6: Learning curves for Adolescent’s dataset 

 

98  The learning curve of all models over 3 datasets are shown below. 

99  Logistic Regression and SVM model show a good fitting plot since the training score is still around 
100  the maximum overtime and the validation could be increased with more training sample. In other 



6  

101  hand, Naive Bayes model has training score and cross-validation score slightly converge at the end, 
102  indicate underfitting problem can occur. Based on the learning curve of ANN and CNN for adolescent 
103  dataset, overfitting is likely to occur. 

104  The learning curve reflect the performance of all models over 3 datasets. While Logistic Regression 
105  and SVM performance results are remain high over 3 datasets, Naive Bayes, KNN and neural network 
106  model performance is much lower when dealing with small dataset as the number of instances in 
107  children and adolescent dataset is significant smaller than adult dataset (Table 1). 

 

108 5 Conclusion 

109  In this study, various machine learning techniques were attempted to detect autism spectrum disorders. 
110  And use different models and different evaluation indicators to analyze the data performance of three 
111  groups of different age groups. In general, based on the results of this study, logistic regression 
112  achieved better results overall, while neural networks presented better results when faced with larger 
113  data sets. But there is still more to be explored in this study, the most intuitive of which is that 
114  compared with the adult and child datasets, the adolescent group has too few data samples, which 
115  may affect the results. 
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